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ABSTRACT. The aim of this note is to show that the main conclusion of
a recent paper by Sadiq Basha [S. Sadiq Basha, Global optimization in
metric spaces with partial orders, Optimization, 63 (2014), 817-825] can
be obtained as a consequence of corresponding existing results in fixed
point theory in the setting of partially ordered metric spaces. Moreover,
by a similar approach, we prove that in the paper [V. Pragadeeswarar,
M. Marudai, Best proximity points: approximation and optimization in
partially ordered metric spaces, Optim. Lett. 7 (2013), 1883-1892] the
results are not real generalizations but particular cases of existing fixed
point theorems in the literature.
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1. Introduction

Let (X, <) be a partially ordered set. A self mapping 7" : X — X is said
to be monotone nondecreasing if T(x) < T(y) whenever x,y € X,z < y.
In 2005 the following fixed point theorem was established by Nieto and
Rodri’guez-Lo’pez for monotone nondecreasing mappings which can be con-
sidered as an extension of the Banach contraction principle. We will provide
a brief proof here since the main ideas will be used in the sequel.

Theorem 1.1. ([1]) Let (X, =) be a partially ordered set and T : X — X
be a self mapping which is monotone nondecreasing. Assume that there is a
metric d on X such that (X,d) is a complete metric space and X satisfies
the condition

(1.1) if a nondecreasing sequence {x,} — x € X, then x, < x, Vn.
Suppose that there exists o € [0,1] such that d(Tz,Ty) < ad(z,y) for every
x,y € X with x < y. If there exists xo € X with xo < T(xg), then T has
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a fized point. Moreover, if we define x, = Tx,_1 for all n € N, then the
sequence {x,} converges to a fized point of T'.

Proof. Since xy € X with zy < T'(xp) and T is monotone nondecreasing, the
Picard’s iteration sequence {T"(z¢)} is increasing. It now follows from the
assumption on the mapping 7" that there exists a € [0, 1[ such that

(T g, T x0) < ad(T™xo, T" 'x0), Vn €N,

that is, {T"(zo)} is a Cauchy sequence and so converges to an element
p € X. By using (1) we conclude that z,, < p for all n € N. We now have

d(T" g, Tp) < ad(T™xg, p) =) 0,
which ensures that p is a fixed point of T O

Throughout this article we denote by ¥ the class of the altering distance
functions ¢ : [0,00) — [0, 00) which satisfy the following conditions:
(7) 1 is continuous and nondecreasing;
(73) (t) =0 if and only if t = 0.
This class of functions was first introduced in [6].

In [5] Harjani and Sadarangani established the following extension of The-
orem 1.1 by using altering distance functions as control functions on con-
tractive conditions.

Theorem 1.2. ([5]) Let (X, <) be a partially ordered set and suppose that
there exists a metric d in X such that (X, d) is a complete metric space and
X satisfies the condition (1) of Theorem 1.1. Let T : X — X be a monotone
nondecreasing self mapping such that

(1.2)  P(d(Tz,Ty)) < P(d(z,y)) — p(d(2,y)), Yo,y X withz <y,

where ¥, € V. If there exists xy € X with xog = T(xp), then T has a fized
point. Moreover, if we define x, = Txp_1 for all n € N, then the sequence
{xn} converges to the fized point of T.

Recently, Theorem 1.1 and Theorem 1.2 was generalized in [9] and [7] in
order to resolve an optimization problem in the setting of a metric space
that is endowed with a partial order.

In this article we show that the results of [7, 9] not only are not real
extensions of Theorem 1.1, Theorem 1.2 but also they are consequences of
Theorem 1.1 and Theorem 1.2, respectively. We refer to [3, 4] for more
related subject.

2. Preliminaries

Let (X,d) be a metric space equipped with a partial order relation ”=<”
and (A, B) be a pair of nonempty subsets of X. We use the following notions
and notations in the sequel:

dist(A, B) := inf{d(z,y) : (z,y) € A x B},
Ap :={xr € A:d(z,y) = dist(A, B), for some y € B},
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By :={y € B:d(x,y) = dist(A, B), for some z € A},
We mention that a point 2* € A is said to be a best proximity point for a
non-self mapping 7' : A — B provided that
d(x*, Tx*) = dist(A, B).

It is remarkable to note that if 2* € A is a best proximity point for the non-
self mapping T, then it is a solution of the following minimization problem:

Find

. i Tzx).
(2.1) gggd(m, x)

Definition 2.1. ([10]) The pair (A, B) is said to have P-property if and
only if

{d(ivl,yl) = dist(4, B), = d(x1,22) = d(y1, y2)

d(l‘z, y?) = dlSt(A’ B)7
where z1,z9 € Ay and y1,y2 € By.

Definition 2.2. ([3]) A non-self mapping T : A — B is said to be proximally
increasing if it satisfies the condition that

r1 2 X2,
d(uy, Txp) = dist(A4, B), = u1 = ug,
d(ug, Tzo) = dist(A, B),

for all x1,T2,Ul,Ug € A.

Definition 2.3. ([¢]) A non-self mapping 7" : A — B is said to be an ordered
proximal contraction if there exists a non-negative real number a < 1 such
that

1 = X2,
d(uy, Tz1) = dist(A4, B), = d(u1,u2) < ad(x1,z2),
d(UQ, TZL’Q) = diSt(A, B),
for all x1, x0,u1,us € A.
Definition 2.4. ([9]) Given non-self mappings S,T : A — B the pair (S;T)
is said to be proximally increasing if
T2y,
d(u,Sz) =dist(A,B), = u=wv,
d(v, Ty) = dist(A, B),

for all z,u € A, y,v € B.

Definition 2.5. ([9]) Given non-self mappings S,T : A — B the pair (S;T)
is form an ordered proximal cyclic contraction if there exists a non-negative
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real number # < 1 such that

T2y,
d(u, Sx) = dist(A, B), = d(u,v) < fd(z,y)+ (1 — 5)dist(A, B),
d(v,Ty) = dist(A, B),

for all z,u € A, y,v € B.
Here we state the main results of [7, 9].

Theorem 2.6. (see Theorem 3.1 of [9]) Let X be a nonempty set such that
(X, X) is a partially ordered set and (X, d) is a complete metric space. Let
A and B be non-void closed subsets of the metric space (X,d) such that Ag
is nonempty. Let S, T : A — B and g: AUB — AU B satisfy the following
conditions:

(i) S and T are proximally increasing, ordered proximal contractions;

(ZZ) S(A()) - Bo and T(Bo) - Ao;

(7i7) g is a surjective isometry, its inverse is an increasing mapping, Ay C
9(Ao) and By C g(Bo);

(iv) The pair (S;T) forms a proximally increasing, ordered proximal cyclic
contraction.

(v) There exist elements xo,x1 € Ag and yo,y1 € By such that

d(gz1, Swo) = dist(A, B) = d(gy1, Tyo),
where zo X x1,Y0 = y1 and To =X Yo,
(vi) The sets A and B satisfy the condition (1) of Theorem 1.1.

Then there exists an element (z*,y*) € A x B such that
d(gx*, Sx*) = d(gy*, Ty*) = d(z*,y*) = dist(A4, B).
Further the sequence ({xn},{yn}) in Ao x By defined by
d(gxpi1,Swy) = dist(A, B) = d(9yn+1,Tyn), Vn e NU{0},

converges to the element (z*,y*).

Theorem 2.7. (see Theorems 2.1 and 2.2 of [7]) Let X be a nonempty set
such that (X, =) is a partially ordered set and (X,d) is a complete metric
space. Let A and B be non-void closed subsets of the metric space (X,d)
such that Ag is nonempty. Let T : A — B satisfy the following conditions:
(i) T is a proximally increasing such that T'(Ag) C By and (A, B) satisfies
the P-property;

(ii) there exist elements xg and x1 in Ay such that

zo X 71, d(.?Ul,Tl‘o) = diSt(A, B),
(7i1) for all x,y € A with x <y,
(2.2) P(d(Tz, Ty)) < (d(z,y)) — (d(z,y)),
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where p, 1 € U;
(iv) The set A satisfies the condition (1) of Theorem 1.1.

Then T has a best proximity point. Further the sequence {x,} defined by
d(zp41,Txy) = dist(A,B), Vn e NU{0},

converges to the best proximity point of T.

3. Main results

Theorem 3.1. Theorem 2.6 is a straightforward consequence of Theorem
1.1.

Proof. Let x € Ag. Since Sx € By, there exists an element u € Ag such that
d(u,Sx) = dist(A, B). By the fact that Ay C g(Ap), we can find an element
U € Ap for which v = ga and so d(gt, Sx) = dist(A, B). It is worth noticing
that if there exists another element @ € Ay for which d(gu, Sx) = dist(4, B),
then by this reality that S is an ordered proximal contraction and g is an
isometry, we obtain

d(a, @) = d(gt, gi) < ad(z,z) =0,

which implies that @ = %. Thus we can define a self mapping Iy : Ag — Ap
such that d(gll;z, Sz) = dist(A, B) for all x € Ag. By a similar argument we
consider the self mapping Ily : By — By for which d(gllay, Ty) = dist(A, B)
for any y € By. We have the following observations about the mappings 1I;
for i € {1,2}.
& Let z1, 29 € Ag be such that 21 < 2. Then

d(gllyzq, Szq) = dist(A, B),

d(gIlza, Szo) = dist(A, B).
Since S is a proximally increasing, gIl;z1 < gllixo. Since g—! is increasing,
we must have IIyx7 < ITyx9, that is, II; is monotone nondecreasing. Equiv-
alently, we can see that Il is also monotone nondecreasing.
& Let x1, 29 € Ag be such that z1 < 29. Then

d(gllyzy, Szq) = dist(A, B),
d(gIlx9, Szo) = dist(A, B).

Since S is an ordered proximal contraction, there exists a € [0, 1) such that
d(Ilyzq, z2) = d(glly21, gl 22) < ad(z1, 72).
Similarly, if y1,y2 € Bg with y; <y, then

d(Iay1, ay2) < ad(yi, y2).

& By the assumption (v) of Theorem 2.6, there exist zg,z1 € Ay and
Yo,y1 € By with xg < z1 and yo = y; such that d(gz;, Szo) = dist(A, B) =
d(gy1, Tyo). Besides, by the definition of the mapping I1;, we have d(gllyzg, Sz¢) =
dist(A, B). Because of the fact that S is an ordered proximal contraction, we
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conclude that x1 = Iljxp and so xg = Il;zg. Similarly, we obtain yo < Iloyo.
& Now define the mapping II : Ag U By — Ag U By with

I,z if z € Ay,
Iz =
I,z if z € By.
Then II(Ap) C Ap and II(By) C By, that is, II is noncyclic on Ag U By. Let
(x,y) € Ao x By be such that x <y. Then we have
d(gllz, Sz) = dist(A, B),
d(glly, Ty) = dist(A, B).
Since the pair (S;T) forms an ordered proximal cyclic contraction, we obtain

& For the considered elements (zo, o), (1,y1) € Ao X By which satisfy
the condition (v) since xzy < IIjz¢ and II; is monotone nondecreasing, the
sequence {IIfzo} is increasing. Similarly, the sequence {II5yo} is also in-
creasing. It now follows from the proof of Theorem 1.1 that the sequences
{ITfxo} and {II§yo} are Cauchy. Let (z*,y*) € A x B be such that

M{zg — z*, M5yo — y*.

If we prove that (z*,y*) € Ag x By then by a similar argument of the proof
of Theorem 1.1 we deduce that x* and y* are the fixed points of IIy and I,
respectively. To show this, we note that since g < 39 we have

d(Ilzo, Ilyo) < Bd(z0,y0) + (1 — B)dist(4, B).

Since

d(gny07 Ty()) = dlSt(A> B)7

and the pair (S;T) forms a proximally increasing, we conclude that gllzy <
gIlyy. By the fact that ¢! is increasing, Ilzg < Ilyg. Again, since the pair
(S;T) forms an ordered proximal cyclic contraction, we obtain

d(ITzg, T?y) < Bd(Ilxg, Myo) + (1 — B)dist(A, B)
< B2d(zo, yo) + (1 — 7)dist(A, B).
Continuing this process and by induction, we conclude that

d(Il™zo, I"yo) < B"d(x0,y0) + (1 — f")dist(A, B).

{d(gﬂwo, Sxzp) = dist(A4, B),

Letting n — oo in above inequality, we obtain d(z*,y*) = dist(A, B), that
is, (x*,y*) € Ap x By. Hence,

d(gz™, Sx*) = d(gllyz*, Sz*) = dist(A, B),
d(gy”, Ty*) = d(gllay™, Ty") = dist(A, B),
d(z*,y*) = dist(A, B).
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Finally, if for each n € N we set x,, = [I"x¢ and y,, = 11"y, then
d(gzni1, Sz,) = dist(A, B),
d(gyn+1, Tyn) = dist(4, B),
(T, yn) = (2%, 4).
O

Theorem 3.2. Theorem 2.7 is a straightforward consequence of Theorem
1.2.

Proof. Since the pair (A, B) has the P-property, it follows from Lemma 3.1
of [2] that both Ay and By are closed. Moreover, if x € Ay, then there exists
an element v € By such that d(z,v) = dist(A, B). We note that if there is
another element v' € By for which d(z,v") = dist(A, B), then from the fact
that (A, B) has the P-property, we must have v = v'. So, we can define a
mapping g : Ag — By such that

d(z,gx) = dist(A4, B), Yz € Ap.
It is worth noticing that for any uy, us € A, we have d(uy, gu1) = dist(4, B) =
d(ug, gus) which ensures that
d(ur, uz) = d(gur, gug), Vui,uz € Ao,

that is, g is an isometry. Hence, ¢ is a bijective isometry mapping. Now
consider the self-mapping ¢~ 'T : Ay — Ag. Here, we check the conditions
of Theorem 1.1 for the self mapping ¢~'7T : Ay — Ap.

@& Let z,y € Ag be such that 2 < y. Since ¢g~! is an isometry, we conclude
that

¥ (g7 D), (971 T)y) ) = ¥ (d(T2, Ty) < v(d(x.y)) - p(d(a,y)).

where @, 9 € V.
& It follows from the assumption (ii) of Theorem 2.7 that there exist the
elements xg,z; € Ag such that zo < x1 and d(z1,Txg) = dist(4, B). By
the fact that d(x1, gz1) = dist(A, B) and that (A, B) has the P-property, we
obtain gx; = Txg and so, x1 = (¢~ 'T)zo which implies that
zo = (g ') xo.
® Let 2,y € Aj be such that x < y. Since T'(Ag) C By there are two points
u,v € Ag such that
d(u,Tx) = dist(A4, B) = d(v, Ty).
Because T is proximally increasing, we must have u < v. Besides, from the
definition of the mapping g we have gu = Tz and gv = Ty and hence
(g7 Tz =u=v=(g"'T)y,

which implies that the self mapping ¢~ 7T is monotone nondecreasing.
Thereby, all of the assumptions of Theorem 1.1 hold and the self mapping
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g T : Ay — Ap has a fixed point, called z* € Ay, that is, g7 'Tz* = z*
which ensures that Tx* = gz*. Hence,

d(z*, Tx*) = d(z*, gz*) = dist(A, B).

On the other hand if we define x, = (g_lT)Ll,l for any n € N, then
Ty — x*. In this case we have gx,, = Tx,_1 and so

d(xp, Tzp—1) = d(xpn, gx,) = dist(4, B),
and the result follows. O

4. Concluding Remarks

It was proved by Sadiq Basha that in the setting of compete partially
ordered metric spaces a pair of ordered proximal contractions which are
proximally increasing has a common best proximity point (see Theorem 2.6).
Moreover, an existence and convergence result of a best proximity point for
proximally increasing nonself mappings was established by Pragadeeswarar
and Maruda using a geometric concept of P-property (see Theorem 2.7).

We have proved that these existence results are straightforward conse-
quences of Theorem 1.1 and Theorem 1.2, respectively.
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